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ABSTRACT

R

This memorandum gives a methodology for ahalysin§~

attrition data, and establishing the reliability 'of th2 results.
Underlying assumptions include exponentially. Adistributed times
between attritions and a mean that increases with operating
experience. Principal techniques used are Maximum ULikelih.:d
Estimation and Jackknifing. An example is given, drawn from F/A. "o
aircraft data.
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1 CSB Memo 3
INTRODUCTION
1. This paper is an outcome of studies in Aircraft Attrition,

the bulk of which were completed in early 1985, 1It deals with some
of the theoretical aspects of wusing a limited amount of data to
evaluate the parameters of a commonly accepted ’'learning curve!
model, and to determine the reliability of those values. The
statistical techniques used are not ’'state of the art’, but equally
are not rudimentary. Computer assistance in the application of
these aspects can be considered i ighly desirable,

2. The work documents and demonstrates an approach to
Attrition modelling using Maximum Likelihood Estimation (MLE) and
Jackknifing with a worked example from attrition modelling for the
F/A-18 aircraft. Use of MLE is highly recommended for situations in
which Normal distributions are not applicable, Jackknifing is an
additional technique for improving the reliability of parameter
astimates by reducing both bias and the effect of outliers. 1In
addition it can allow error bounds on the estimates of single
parameters to be approximated.

Rationale

3. While this paper has been written principally for the
attrition analyst, it 1is appropriate to outline the reusons for
adopting this particular approach.

4, Present practice in some areas is to fit (by least squares
regression) a straight line to cumulative attrition data.
Unfortunately, classical line fitting processes require that each
data point be substantially independent of all others. Cumulative
data, by its very nature cannot be indeperdent since a change in one
value will alter all those values that come after it. To overcome
this problem given cumulative data, the differences between adjacent
observaticns may bz used instead. In attrition terms, this is the
time between losses.

5. Another practice in some areas is to use least squares for
regression or point estimation to determine the mean or trend of
time between losses. Unfortunately the least squares approach

requires that the variation of the data about the point or trend
line be generally symmetric and preferably approximately Normally
distributed. Attrition data lowever tend to have exponentially
distributed times between losses. This is a phenomenon that has
been observed in practice, and which is supported theoretically
under the proposition that the probability of loss in any one short
time interval is the same as in any other, for periods when learning
effects can be neglected. The exponeutial distribution as it stands
or even when transformed by taking logs, is not symmetric.
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CSB Memo 3 2

6. The approach adopted for this paper has been to assume
that attrition intervals are (locally) exponentially distributed but
with a mean that increases with (flying experience, while an

exponential learning process has been used, the more general Weibull
distribution has not been adopted sinre it restricts theoretical
learning process options. With some additional work the analyst may
follow the general 1lines of this paper using another form of
learning such as exponential to an asymptote etc. A frequently used
methodology for handling parameter estimation in non-Normal
situations is that of Maximum Likelihood Estimation (MLE) and is
adopted heres.

7. Data from distributions which have 1long tails (e.g. the
exponential) can sometimes have atypical values (outliers) that
affect the estimate of the parameter required. The effect of

outliers can be reduced wusing a technique called Jackknifing. 1In
addition, Jackknifing produces intermediate values which are more
likely to be approximately Normally distributed that the original
data. When this is the case, it allows classical statistical
methods to be used in estimating the accuracy with which the single

parameters have been found. Other methods for determining accuracy

are often difficult to apply. A further advantage of Jackknifing is
that it reduces any bias that is intrinsic in the estimation
process,

Assumptions for Attrition Modelling

8. Attrition studies generally assume that over short periods
each individual attrition or ’event’ is independent of any other and
that events occur with equal probability in equal time intervals.
From this it follows that the Poisson distribution describes the
numbers of events occurring in set time intervals or, equivalently,
that the times between successive events are Exponentially
distributed (over short periods).

9. Another cowmmon assumption is that over long periods the
attrition rate decreases with incraasing operational experience, and
that this decrease is exponential, as for example in the following
equation:

E = AR”? (1)

where E is the expected number of events per unit of operating tiue,
(e.g. attritions per flying hour) and h is the cumulative operating
time. A, B are constants requiring statistical evaluation. This
can represent a form of learning where, with experience, fewer
losses occur. The learning process is generally fairly slow,
however, and may even depend on the attritions themselves (i.e.
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3 CSB Memo 3

fquation 1 could be an approximation of a series of steps). The
relatively slow learning is assumed to be such that infringement of
the Poisson/Exponential reqguirements can Dbe neglected, This
particular approach to the problem also has considerable flexibility
in alternate model selection since different forms of learning
equation can be adopted, wusing the same general approach (e.g.
exponential learning to an asymptote).

10. Integrating BEquation 1 ifrom tims h, to h gives the
expected cumulative number of events (C) that have occurred up to
time h:

A (R'"" - ni"t)
C = : (2)
- B

Since it is a cumulative value, C muat be positive and continuously
increase, either to an asymptote (1-B negative) or indefinitely (1-B
positive). 1In addition if the number of expected events per unit
time is decreasing (i.e. ’'learning’ is faster than ’'burnout’) then B
must be positive, although negative values for B do have a physical
significance.

11, The other constant (A) in Equations 1 and 2 must also be
positive since both cumulative operating time (h) and number of
events must be positive.

12. " In summary then, the assumptions are:

a. over short periods, times between events are well
approximated by the exponential distribution and thus
numbers of events per uanit time approximate the
Poisson distribution;

b. 1learning applies in an exponential manner
(Equation i); and is a factor in determining the mean
of the exponential distribution at any given time;
and

¢. constant A of Equation 1 must be positive.

13. Although the Poisson distribution and the cumulative
events model (Equation 2) are frequently encountered in attrition

modelling, they are not really satisfactory as statistical models
since:

T ¥ SO R L
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a. in this context the Poisson distribution requires an
artificially defined unit of time within which the
number of events must be counted; and

b. 1in the cumulative model, sequential observations are
not independent.

To avoid such problems, time between events saay be used instead, and
therefore the model tn determine tre essential parameters A and B

is:
h.
n o« — (3
A
.-t/l
and p(t) = (4)
n
where A and B are constants as before,
h is the cumulative operating experience,
m is the mean time between events,
t is the time between events, and
p(t) is the probability density function of t.
14. Observations of intar-event times are generally numbered

in chrornological order. This numbering, represented by ’'i’ is then
used to index the model variables (m, t and h). Thus the time
between events is related to cumulative time through:

t.

£y

=h -k, (%)

where hy = 0 usually

and Equations 3 and 4 can be rewritten:
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ny
n = - (¢)
A

exp(-t, /mn, )

p(t‘) - (7)

ny

where h; is the cumulative operating experience at event i,

m, is the mean interevent time at event i, and

t; is the time between events i-1 and i.
18. Thus Equations 5 to 7 represent the statistical model of
exponential learning (Equation 6) with an exponentially distributed

time between events.

Initial Parameter Eatimation by MLE

16. It is coamon practice to assess the parameters of models
using the method of Least Squares. This method works well when the
distributions underlying the data are Normal or even when they are
just symmetrical. However it has been found that skew distributions
such as the exponential do not respond so well. In this case an
alternative methodology can be evolved using Maximum Likelihood
Estimation (MLE) techniques. When applied to fitting straight lines
through Jata distributed normally across the 1line, MLE gives the
sane result as the Least Squares method. As its name implies, MLE
yields paramete. value estimates which maximize the likelihood of
occurrence of the set of observed values, given the underlying
distribution,

17. Following the techniques for MLE outlined in Reference 4,
the method for this problem is to obtain analytically the overall
probability of all the n observations occurring. That 1is to
maxinize

P = pxp:‘.'p*."pn

whare p; are distributed as p(t;) in Equation 7 and P is to be
maximized with respect to A and B. It can be shown that this is
equivalent to maximiszing:
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Q = In(P) = 2 iIn(p,)
i

- 2 (‘t‘/.‘ - ln(.‘)) (8)
i

which can be solved for A and B (implicit in a,) by using two
simultaneous equations obtained from partial differentiation. For a
zaxiaun, the partial derivatives must be zero:

W
N

=0

{9)
0
®

It should be noted that these derivatives can be expanded, so:

Q 2 [GQ ) 0
¥ m, )
(10)
Q 3Q )
and -— 2 [——- —_— - 0
B dw;, 3B

Evaluation of the derivatives can therefore proceed by partial
differentiation of Q with respect to m,, and m; with respect to A
and B, Differentiation of Equation 8 with respect to m, yields:

%0 [-1 £
— z — -—J (11)
m, n, n
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and differentiation of Equation 6 with reapect to A and B yields:

3
- -

(Y N Al A

(12)

n in(h, )
~an A‘ - », in(h,)

Thus the two simultanecus Equation 19 are:

n (m; )7 /A
i 4 )

(13)

2 2.5 ] 1a(h 0
— m 1n( ) =
lo, (m2)" '

which may be siwplified to:

In(h)t,
and 2 In(h,) = E —_— (14)
m,

i i
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Expanding m, as in EQuation 6 allows these equations to be rewritten
as:

n
A 2 (15)
t, h
2 in(h; )
i

E[t, 1n(h, )]
hl
i i

Evaluation of A and B proceeds by selection of a value for B, which
is used to evaluate A through each of Equations 1S and 16. The
difference bhetween these two A values is then used tc predict a new
B, aiming for sero difference in the A valuas. The process is then
repeated until ~quations 15 and 14 give the same results.

la. In the event that B is defined by some other method or
process, (for sxample through data from aircraft of the same generic
type) Equations 9 to 14 gtill apply, thus allowing Equation 15 to be
used to evaluate A directly.

Ixproving and Assessing Parameter Egtimates by cackknifing

19. The preceding section has shown how to estimate the
parameters A and B, given a set of data. The process of
Jackknifing, in general terms, re-asgesses such parameters, using
only a reduced datz set, but for all possible reduced data sets.
The name of the technique is said to have arisen from tha fact that
the blade of a Jackknife folds back into itself, just as the set of
original observations are folded back into themselves. For example,
a data set, of say n observed events, reduced by one observation,
will give n reduced subsets of size n-1 observations. These cubset
estimates are thon suitsbly combine? with the original estimate
(from the whole data set) to give an improved parameter estimate.
Also of importance however, is the fact that the distribution of the
subset estimates is often such that Student’s t distribution can be
applied to give a first approximation to the confidence limits on
the improved estimate. It should be noted that there is no
theoretical assurance of the applicability of Student’s t in all
circumstances, but reasonable results appear likely in many
practical situvations. Maximum likehood estimatinn is thought to be
particularly suitable for use with Jackknifing. The approach used
here is based on that of Reference 1.
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20. A few points need to be mentioned about Jackknifing and
extreme points., The gross impact of the Jackknife ia reducing the
effect of occasional extreme points on the estimate should not be
underrated. TFor exsmple, given 20 data points the chance that all
of thea will lie inaide the 95 per cent band is only about 1/3,
(1.0. 0.9%!%), and those ocutside it may abnormally bias the simple
estimate. Note, however, that estimates which utilize points from
the extremes fcr their result, or which take no values from such
extremes {e.g. ortder statisticesn), may not respond well to
Jackknifing. Conversely, estimates such as means, variances etc.,
for skew distributions with long tails should to respond better to
the technique. This latter case is the region into which attrition
modelling fits,

al. Briefly, the definitions and equations regquired to
Jackknife by dropping single observations are detailed below. A
sinplified and modified form of the notation of Reference 1 is used
in order to clarify the presentation:

a. A parameter 6 is required (e.g. mean, standard
deviation, constant in a regression line, etc).

b. There iz a data set of observations, each complete
observation identified by x, (i = 1 to n) and the
whole set identified by X. Subsets are identified by
X_, which represents X less observation x,.

c. t, is the estimator of 6 from X.

d. t_, the estimator of 6 from X_; .

e. The Jackknifed estimate of 6 is t':

n~1
t' = nt, - 2 e (17)
n
i

If confidence intervals are required then additional definitions are
needed:

JU
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f. So called ’‘pseudo-values’:
tl, = nt, -~ (n - L)t_, (18)
which relate to the Jackknifed estimate cf © as

3

i

t =
n

g. The variance of t° is var(t’:

E(t:i)’ - n(t*)?

1

var(t') =
{(a - 1)

which 1is the conventional definition of a sample
variance for observations t:l. This may be simplified

to:
n
2
2 t2, E t_,
. iml
var(t ) = n(n - 1) - (20)

n n

h. Application of the Student’s t distribution is subject
to the distribution of t_, being approximately Normal,
using n-1 degrees of freedom <£for the n values of t_;
and is to

(" - 6)idn
—_ (21)

dvar(t’)

In practice the pseudo values are simply scaled and translated t_,
(Equation 18) so Normality in the ¢t_, is all that needs to be
approximated.

22. Should it be necessary to estimate confidence intervals on
more than one parameter, 1likelihood ratio tests may be considered.
If it is felt that the pseudo-values are drawn from a multivariate
Normal distribution, the likelihood ratio tests lead to the T? test
as an analogue of the t-test. Details may be found in Reference 6.
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23. There are some other very broad conditions whic. should be
met for the technique co be applicable. Other than a

differenti»uility condition, and to say that most continuous
parametric statistical situations meet the conditjons, their

"discussion is beyond the scope of this paper (for more details see

References 1 and 2). The differentiability condition is that t
estimates a function that after differentiation is continuous.
Amongst other things, this implies that the estimator be
unconstrained, and therefore the constant A (from the learning
model) cannot be Jackknifed. Congtant B, while conceptually
constrained can in fact be estimated at a value outside its
conceptual constraints through an abnormal (but possible) data set.
To solve the problem for A, the 1log of A can be used, giving
multiplicative rather than additive confidence intervals. Solutions
for the B problem will be specific to the situation, the data set
and the certainty on the bounds of B, In many cases it may be
acceptable that ’unlearning’ can occur, especially in the case of
ageing equipment, new operating practices or conditions, and new
operatorg. The concept of an upper bound on the total number of
events may also be acceptable, particularly if only a limited range
of cumulative operating experience is to be modelled. Both
logarithms and £fractional (e.g. x/(a + bx)) transforms can be
considered if necessary, but care should be taken ag they will
affect the confidence limits ccnsiderably.

Example

24. Attrition data for the F/A-18 on a world wide basis,
excluding losses that are not £flying related has been used. As much
of this work was done in early 1985 when only five losses had been
sustained, the data have been partioned at that point. Table 1
gives data for the first five 1losses and Table 2 for the succeeding
22 losses. The first set of data was used to predict the loss rate
for the midpoint of the period covering the 1last 10 losses, and
compared with the average 1loss rate for those losses. Parameters
assessed are A and B in the eguation

where m is the mean interevent time, and h is the cumulative flying
experience (hours) (Egquation 3). Studies of similar US aircraft
indicate that a good a priori value for B is (.247. Comparisons of
results using Least Squares, MLE and Jackknifed MLE have been given,
as well as the effect of the a priori information.

Jaa, & sy DL e
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Table 1. FIRST FIVE F-18 LOSSES
LOSS CUMULATIVE OPERATING INTER EVENT TIME
(1) EXPERIENCE (h,) (¢, = h, - h_,)
0 0 -
1 3337 3337
2 4379 1042
3 27300 22921
4 45805 18505
5 64717 18912
Table 2. F-18 LOSSES SIX ONWARD
LOSS |CUMULATIVE | INTER EVENT TIME| |LOSS|CUMULATTVE|INTER EVENT TIME
(i) |OPERATING |(t; = h; - h,_,)||{(i) JOPERATING |[(t, = h, - h,_,)
EXPERIENCE EXPERIENJE
(h;) (h,)
6 75430 10713 17 383£76 10133
7 124248 48818 18 397609 7833
8 143495 19247 19 404867 7258
9 154720 11225 20 456060 51193
* 10 198658 43938 21 462696 6636
11 248657 49999 22 472105 2409
12 304747 56090 23 490221 18116
13 347378 42631 24 490978 757
14 349723 2345 25 498631 7653
15 379543 29820 26 519600 20969
16 379543 0 27 519600 0
Equation 6 was suitably modified (by taking 1logs of A and h; and

estimating log my by 1log t,) then Least Squarss regression was
applied, yielding:
A = 0,734 B = 0.891
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Application of MLE yielded:
A = 0.356 B = 0,831
And using the Jackknife with the MLE estimates gave:
A = 0.0571 B = 0,655
Should a value of B be selected for a priori reasons then only one
parameter needs to be estimated, allowing an estimate of the
confidence interval for that parameter when Jackknifed. 1In tais
instance previous studies of United States Air Pcrce (JSAF) aircraft
have shown that over hundreds of attritions for both single and twin
engine P/A type aircraft the best estimate for B is 0.247. Using
this value qives the follcwing results:
A by least squares = 0.00142
A by MLE = 0.00101
A by MLE Jackknifed = 0.00096
and the 90 per cent interval (with 4° of freedom, t ~ 2.1)
is: 0.0047 > A > 0.00036

5. Repeating this work for the whole data set (Tables 1 and
2) produced the results shown in Table 3.

Table 3. RESULTS FOR ALL F-18 LOSSES

METHOD A B A FOR B = 0,247
Least Squares 0.000015 0.203 0.00373
MLE 0.000538 | 0.191 | 0.00105
Jackknifed MLE 0.00108 0.249 (| 0.00104
90% Confidence Interval, - - 0.00077 (Lower)
26° freedom, t = 1.7 0.00141 (upper)
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6. Comparing these figures with the earlier values based on
Table 1 it can be seen that the least variation in results occurs in
the Jackknifed MLE results, except for the one parameter case where
the differences in the MLE case and the Jackknifed MLE are too small
to be significant. PFurther, if the a priori value for B really is
the ’‘true’ value for B, then the Jackknifed results were closer to
that value with both data sets,

217. rigure 1 shows the attrition data (Tables 1 and 2) as

-times between losses, and the two paramster lines generate * by the

three different methods using the Table 1 data. Although none of
the lines produces an excellent result for the Table 2 data, it is
not difficult to see from this that the Jackknifed .ine is the best
predictor. Using the a priori information with Table 1 data
improves the prediction as shown in PFigure 2. It is difficult to
see which line is best, based on the Table 1 data alone, but when
all data are included with these 1lines, it is clear that the
Jackknifed line is best for the following reasons:

a. the MLE and Jackknifed 1lines from Table 3. B = 0,247
(based on 27 losses) would be indistingu 1able from
line J Figure 2 (based on five 1losses) . drawn on
Figuire 2; and

b. bearing in mind the shape of the exponential
distribution and the fact that its median is closer to
zero than its mean, then the Least Squares line is
probably the poorer predictor because it has 13 points
above the line and 14 below.

It should be noted that although the differences between the lines
look small, the figures are drawn on log paper. Mean times between
events as estimated by lines M and J are nearly half as much again
as those estimated by line L in Figure 2., Table 3 indicates almost
a fourfold decrease in the mean times estimate for the Least Squares
result over the other two methods. These are factors which can have
a major impact when considering attrition buys. A further advantage
from using the Jackknifing method is the availability 0f confidence
intervals on the estimates which have been illustrated in this
example, by the 90 per cent confidence interval (Figure 2).

28. The cumulative losses prediction is also of interest and
is plotted for the one parameter Jackknifed MLE method, in Figure 3
along with the data. It should be noted that the confidence
interval relates to the 1line and not the data, and that a
particularly ’'good’ or ’'bad’ run of losses early in the loss history
will shift all the following 1losses in relation to the line and
intervals - i.e. the data points are not independent in this form.
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29, If confidence intervals are important it may be necessary
to check that a ©Normal approximation to the psuedoe values is
appropriate. In practice it may be found that for attrition
modelling the interval overestimates a, little on one side and
underestimates a little on the other. This may be due to the long
tail of the exponential digstribution. Since a conventional variance
definition is wused with t., it would seem reasonable to use
non-parametric statistics as an alternative for interval estimation.
Reference 5 gives some such methods.

30. A quick check orn the appropriateness of an assumption of
Normality can be done by sorting the data (t_,) and plotting the
result at equal intervals on Normal Probability paper. Figure 4
illustrates this for Table 1. An adequate straight line fit to the
data indicates Normality. The values for all t.; calculated for
Table 1 data are shown in Table 4. Included in the table are
columns j which give the sorted order for the preceding column.

Table 4., INTERMEDIATE JACKEKNIFE RESULTS

INDEX ln(2) RESULTS| B RESULTS ln(A) RESULTS COMMENTS
(i) FOR B = 0,247
ts 5 I I 3 ty i,
0 -1.03 - 0.83 - -6.90 - Pure MLE Result
- lil.e. t_,
estimates 1ln(A)
and B
-
1 2.66 ) 1.18 S -7.02 2
2 -3.05 1 0.64 1 -7.09 1
3 -1.52 2 0.76 2 -6.66 5
4 -0.81 3 0.86 3 -6.82 4
5 -0.15 4 0.93 4 -6.84 3
Nota.

1. Columns j give the sorted t_, order.
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CONCLUSION AND SUMMARY

31. Tihis paper has briefly indicated a methodology that may be
followed in analysing attrition data, that is preferable to
classical least squares type approaches. It has also given the

rationale and wunderlying assumptions behind the work and
demonstrated {thruvugh an example on F/A-18 aircraft attritions) the
sorts of differencex in results that might be expected.

32. The use of MIE methods are strongly recommended in this
area, and the use of ths Jackknifing is also commended whether or
not MLE is wused. A prvogram has been written in PASCAL for
attritions (using MLE and Jackknifing) and is available through
Refarence 3.
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